Abstract

In this work, we present a novel and efficient detector adaptation method which improves the performance of an offline trained classifier (baseline classifier) by adapting it to new test datasets. We address two critical aspects of adaptation methods: generalizability and computational efficiency. We propose an adaptation method, which can be applied to various baseline classifiers and is computationally efficient also. For a given test video, we collect online samples in an unsupervised manner and train a random fern adaptive classifier. The adaptive classifier improves precision of the baseline classifier by validating the obtained detection responses from baseline classifier as correct detections or false alarms. Experiments demonstrate generalizability, computational efficiency and effectiveness of our method, as we compare our method with state of the art approaches for the problem of human detection and show good performance with high computational efficiency on two different baseline classifiers.

1. Introduction

Object detection is a challenging problem because of variations in different viewpoints, appearance, illumination etc. Common procedure for object detection is to train an object detector in an offline manner by using thousands of training examples. However, when applied on novel test data, performance of the offline trained classifier (baseline classifier) may not be high, as the examples in test data may be very different than the ones used for the training.

Several incremental/online learning based detector adaptation methods [7, 24, 11, 15, 26, 17, 19, 23, 21] have been proposed to address this issue. Most of these approaches are either boosting based [7, 24, 17] or SVM based [11, 21], which limits applicability of these approaches to a specific type of baseline classifier. We propose a detector adaptation method, which is independent of the baseline classifier used, hence is applicable to various baseline classifiers.

With increasing size of new test video datasets, computational efficiency is another important issue to be addressed. [21, 11, 24] use manually labeled offline training samples for adaptation, which makes the adaptation process computationally expensive, because the size of the training data could be large after combining offline and online samples. Some approaches [7, 17] have been proposed to address this issue, as they do not use any offline sample during the training of the adaptive classifier. However, these approaches optimize the baseline classifier using gradient descent methods, which are inherently slow in nature.

Detector adaptation methods need online samples for training. Supervised [7] and semi-supervised [6, 26] methods require manual labeling for online sample collection, which is difficult for new test videos. Hence, unsupervised sample collection is important for adaptation methods.

Background subtraction based approaches [12, 13, 10, 15] have been used for unsupervised online sample collection. However background subtraction may not be reliable for complex backgrounds. Tracking based methods [17, 4] have also been used. However, existing state of the art tracking methods [9, 18, 25] work well for pedestrian category only. Therefore, these methods may not be applicable for different kinds of objects with many pose variations and articulations (see Figure 1).

We propose a novel generalized and computationally efficient approach for adapting a baseline classifier for a specific test video. Our approach is generalized because it is independent of the type of baseline classifiers used and does not depend on specific features or kind of training algorithm used for creating the baseline classifier.

Figure 1. Some examples from Mind’s Eye dataset [1]. This is a challenging dataset, as it has many different human pose variations.
For a given test video, we apply the baseline classifier at a high precision setting, and track obtained detection responses using a simple position, size and appearance based tracking method. Short tracks are obtained as tracking output, which are sufficient for our method, as we do not seek long tracks to collect online samples. By using tracks and detection responses, positive and negative online samples are collected in an unsupervised manner. Positive online samples are further divided into different categories for variations in object poses. Then a computationally efficient multi-category random fern [14] classifier is trained as the adaptive classifier using online samples only. The adaptive classifier improves the precision of baseline classifier by validating the detection responses obtained from the baseline classifier as correct detections or false alarms.

Rest of this paper is divided as follows: Related work is presented in section 2. Overview of our approach is provided in section 3. Our unsupervised detector adaptation approach is described in section 4. Experiments are shown in section 5, which is followed by conclusion.

2. Related Work

In recent years, significant work has been published for detector adaptation methods. Supervised [7] and semi supervised [6, 26] approaches, which require manual labeling, have been proposed for incremental/online learning but manual labeling is not feasible for the large number of videos. Background subtraction based methods [12, 13, 10, 15] have been proposed for unsupervised online sample collection, but these methods are not applicable for datasets with complex backgrounds. Many approaches [24, 4, 17, 23] have used detection output from the baseline classifier or tracking information for unsupervised online sample collection. Unsupervised detector adaptation methods can be broadly categorized into three different categories: Boosting based methods, SVM based approaches and generic adaption methods.

Boosting based: Roth et al. [15] described a detector adaptation method in which they divide the image into several grids and train an adaptive classifier separately for each grid. Training several classifiers separately, could be computationally expensive. Wu and Nevatia [24] proposed an online Real Adaboost [16] method. They collect online samples in an unsupervised manner by applying the combination of different part detectors.

Recently, Sharma et al. [17] proposed an unsupervised incremental learning approach for Real Adaboost framework by using tracking information to collect the online samples automatically and extending the Real Adaboost exponential loss function to handle multiple instances of the online samples. They collect missed detections and false alarms as online samples, therefore their method relies on tracking methods which can interpolate object instances missed by the baseline classifier. Our proposed approach uses a simple position, size and appearance based tracking method in order to collect online samples. This simplistic tracking method produces short tracks without interpolating missed detections, which is sufficient for our approach.

SVM based: Kembhavi et al. [11] proposed an incremental learning method for multi kernel SVM. Wang et al [21] proposed a method for adapting the detector for a specific scene. They used motion, scene structure and geometry information to collect the online samples in unsupervised manner and combine all this information in confidence encoded SVM. Their method uses offline training samples for adaptation, which may increase the computation time for training the adaptive classifier.

Both boosting and SVM based adaptation methods are limited to a specific kind of algorithm of baseline classifier, hence are not applicable for various baseline classifiers.

Generic: In [23], Wang et al. proposed a detector adaptation method in which they apply the baseline classifier at low precision and collect the online samples automatically. Dense features are extracted from collected online samples to train a vocabulary tree based transfer classifier. They showed the results on two types of baseline classifiers for pedestrian category, whereas our proposed method show the performance with different articulations in human pose in addition to the pedestrian category.

3. Overview

The objective of our work is to improve the performance of a baseline classifier by adapting it to a specific test video. An overview of our approach is shown in Figure 2. Our approach has the following advantages over the existing detector adaptation methods:

1. Generalizability: Our approach is widely applicable, as it is not limited to a specific baseline classifier or any specific features used for the training of the baseline classifiers.

2. Computationally Efficient: Training of the random fern based adaptive classifier is computationally efficient. Even with thousands of online samples, adaptive classifier training takes only couple of seconds.

3. Pose variations: It can handle different pose variations and articulations in object pose.

For online sample collection, we apply baseline detector at a high precision (high threshold) setting. Obtained detection responses, are tracked by applying a simple tracking-by-detection method, which only considers the association of detection responses in consecutive frames based on the size, position and appearance of the object. For each frame, overlap between bounding boxes of the output tracks
detection responses is computed. Those detection responses which match with the track responses and have a high detection confidence are collected as positive online samples. False alarms are collected as negative online samples. Positive online samples are further divided into different categories for variations in the poses for the target object and then a random fern classifier is trained as adaptive classifier.

Testing is done in two stages: First we apply the baseline classifier at a high recall setting (low threshold). In this way, baseline classifier produces many correct detection responses in addition to many false alarms. In the next stage, these detection responses from baseline classifier are provided to the learned random fern adaptive classifier, which classifies the obtained detection responses as the correct detections or the false alarms. In this way our adaptation method improves the precision of the baseline classifier.

We demonstrate the performance of our method on two datasets: CAVIAR [2] and Mind’s Eye [1]. We show the generalizability of our method by applying it on two different baseline classifiers: boosting based [8] and SVM based [5] classifier. Experiments also show that the method is highly computationally efficient and outperforms the baseline classifiers: boosting based [8] and SVM based [5] classifier. Experiments also show that the method is highly generalizable by applying it on two different datasets: CA VIAR [2] and Mind’s Eye [1]. We show the method improves the precision of the baseline classifier.

4. Unsupervised Detector Adaptation

In the following subsections, we describe the two different modules of our detector adaptation method: Online sample collection and training of the random fern based adaptive classifier.

4.1. Unsupervised Training Samples Collection

To collect the online samples, we first apply the baseline classifier at high precision setting for each frame in the video and obtain the detection responses \( D = \{d_i\} \). These detection responses are then tracked by using a simple low level association [9] based tracking-by-detection method. A detection response \( d_i \) is represented as \( d_i = \{x_i, y_i, s_i, a_i, t_i, l_i\} \), \((x_i, y_i)\) represents the position of the detection response, \( s_i \) its size, \( a_i \) its appearance, \( t_i \) its frame index in the video and \( l_i \) the confidence of the detection response. The link probability between two detection responses \( d_i \) and \( d_j \) is defined as:

\[
P_l(d_j|d_i) = A_p(d_j|d_i)A_s(d_j|d_i)A_a(d_j|d_i)
\]

where \( A_p \) is the position affinity, \( A_s \) is size affinity and \( A_a \) is the appearance affinity. If the frame difference between two detection responses is not equal to 1, the link probability is zero. In other words, the link probability is only defined for detection responses in consecutive frames. \( d_i \) and \( d_j \) are only associated with each other, if \( P_l(d_j|d_i) \) is high:

\[
P_l(d_j|d_i) > \max(P_l(d_j|d_k), P_l(d_i|d_l)) + \lambda, \forall (k \neq i, l \neq j)
\]

where \( \lambda \) is an adjustment parameter. Obtained track responses \( T = \{T_i\} \) are further filtered and tracks of length 1 are removed from \( T \).

4.1.1 Online Samples

For each frame in the video, the overlap between the bounding boxes of \( D \) and \( T \) is computed. A detection response \( d_i \) is considered as positive online sample if:

\[
O(d_i \cap T_k) > \theta_1 \text{ and } l_i > \theta_2
\]

Where \( O \) is the overlap of the bounding boxes of \( d_i \) and \( T_k \). \( \theta_1 \) and \( \theta_2 \) are the threshold values. Also one track response can match with one detection response only.

On the other hand, a detection response is considered as negative online sample if:

\[
O(d_i \cap T_k) < \theta_1 \forall k = 1, ..., M \text{ and } l_i < \theta_3
\]

where \( M \) is the total number of track responses in a particular frame.

High confidence for detection response increases the likelihood that the obtained response is a positive sample. Similarly low confidence for detection response, would lead to high false alarm probability. Some of the collected positive and negative online samples are shown in Figure [3]
4.1.2 Pose Categorization

We consider different pose variations in the target object (e.g., standing, sitting, bending for human) as different categories, as the appearance of the target object varies considerably with the articulation in the pose. Hence, we divide the positive online samples into different categories. For this purpose, we use the poselet [3] detector as the baseline classifier. A detection response of this purpose, we use the poselet [3] detector as the baseline classifier. A detection response of the poselet detector is represented as $d_i = \{x_i, y_i, s_i, a_i, h_i, l_i, t_i\}$, where $h_i$ is the distribution of the poselets. We model this distribution with 150 bin histogram, each bin depicting one of the 150 trained poselets.

We train a pose classifier offline, in order to divide the positive online samples into different categories. We collect the training images for different variations in the human pose and compute the poselet histograms for these training images, by applying the poselet detector. The poselet histogram set $\mathcal{H} = \{h_i\}$ is utilized for dividing the samples into different categories.

For a given test video, collected positive online samples are represented as, $\mathcal{P} = \{\mathbf{P}_i\}$, where $\mathbf{P}_i = \{x_i, y_i, s_i, a_i, h_i, l_i, t_i\}$, $v_i$ is the target category, which is determined as:

$$v_i = \arg\min_i (\mathbf{B}(h_i, \hat{h}_i)) : h_i \in \mathbf{P}_i, \hat{h}_i \in \mathcal{H}$$  \hspace{1cm} (5)

where $\mathbf{B}$ is the Bhattacharya distance [20]. In this manner we divide the positive online samples into different categories. Each of these categories are considered as a separate class for adaptive classifier training.

4.2. Adaptive Classifier Training

Ozuysal et al. proposed an efficient random fern [14] classifier, which uses binary features to classify a test sample. These binary features are defined as a pair of points chosen randomly for a given reference window size of the input training samples and based on the intensity values of the points in the pair, the feature output is determined. For a given test sample, let $\{C_1, C_2, \ldots, C_K\}$ be the K target classes and $\{f_1, f_2, \ldots, f_N\}$ are N binary features. The target category $c_i$ is determined as:

$$c'_i = \arg\max_{c_i} P(f_1, f_2, \ldots, f_N \mid C = c_i)$$  \hspace{1cm} (6)

In order to classify an image with binary features, many of such features are needed, which makes the computation of joint distribution of features $P(f_1, f_2, \ldots, f_N)$ infeasible. On the other hand, if we assume all the features are independent, it will completely ignore the correlation among features. Hence, these features are divided into independent groups, called ferns. If we have total M ferns, each fern will have $\frac{N}{M}$ features, and conditional probability $P(f_i \mid C = c_i)$ can be written as:

$$P(f_i \mid C = c_i) = \prod_{k=1}^{M} P(F_k \mid C = c_i)$$  \hspace{1cm} (7)

where $F_k$ is the set of binary features for the $k^{th}$ fern.

During the training, distribution of each category is computed for each fern independently. This distribution is modeled as a histogram, where each category distribution has $L = 2^{3}\alpha$ bins, as the output of the $\frac{N}{M}$ binary features will have $2^{\frac{N}{M}}$ possible values. For a test sample, we compute $P(F_k \mid C = c_i)$ as:

$$P(F_k \mid C = c_i) = \frac{n_{k,i,j}}{\sum_{j=1}^{L} n_{k,i,j} + \beta}$$  \hspace{1cm} (8)

where $n_{k,i,j}$ is the value of the $j^{th}$ bin from the distribution of $i^{th}$ category for $k^{th}$ fern, $\beta$ is a constant. Learning algorithm of random fern based adaptive classifier is described in algorithm[1].

For the training of the adaptive classifier, we only use online samples collected in an unsupervised manner, no manually labeled offline samples are used for the training. We train a multi-class random fern adaptive classifier by considering different categories of the positive samples as different target classes, all negative online samples are considered as a single target class. For a test video, first online samples are collected from all the frames and then random fern classifier is trained. Training procedure is performed only once for a given test video.

5. Experiments

We performed experiments for the problem of human detection and evaluated our method for generalizability, computation time performance and detection performance. We performed all experiments on a 3.16 GHz, Xeon computer.
Datasets: Two different datasets are used for experiments: CAVIAR [2] and Mind’s Eye [1]. Two sequences: OneShopLeave2Enter (CAVIAR1) and WalkByShop1front (CAVIAR2) are used from CAVIAR dataset. These sequences have 1200 and 2360 frames respectively of size 384 X 288. Ground-truth (GT) is available [2]. CAVIAR1 has 290 GT instances of the human, whereas CAVIAR2 has 1012 GT instances of the human.

Two video clip sequences (ME1 and ME2) are used from Mind’s Eye dataset. These sequences have 425 and 300 frames respectively, each of size 1280 X 760. We manually annotated the ground-truth for these sequences. ME1 has 641 GT instances of the human, whereas ME2 has 300 GT instances of the human. ME1 has two different pose variations: standing/walking, bending, whereas ME2 has the pose variations for digging and standing/walking.

Baseline classifiers: To demonstrate the generalizability of our approach, we performed experiments with two different baseline classifiers: For CAVIAR, boosting based classifier is used as described in [8]. For Mind’s Eye dataset, we used publicly available trained poselets and Matlab implementation available at [3].

In the following subsections, we present computation time and detection performance experiments.

5.1. Computation Time Performance

We evaluated computational efficiency of our approach for the training of the adaptive classifier after collection of online samples. We performed this experiment for online samples collected from CAVIAR dataset and trained the adaptive classifier for two target categories. For the adaptive classifier training, we only use the online samples collected in unsupervised manner, no offline samples are used for the training.

We compare the performance of our method with [17], which also does not use any of the offline samples for incremental learning. [17] uses bags of instances, instead of single instance, hence we count all the training samples in the bag in order to count the total number of samples used for the training.

In Figure 4, we show the run time performance for different number of ferns and number of binary features. We can see that random fern based adaptive classifier training outperforms [17] in run time performance. [17] optimizes parameters of baseline detector using gradient descent method, hence training time of incremental detector is high. Whereas our random fern adaptive classifier is independent of the parameters of baseline classifier and uses simple binary features for the training, hence is computationally efficient.

For CAVIAR dataset, we use 30 random ferns with 10 binary features, which takes only 1.2 seconds for training of 1000 online samples, whereas the method described in [17] takes approximately 35 seconds, which makes our method approximately 30 times faster than [17]. Total training time of random fern classifier for CAVIAR1 sequence takes only 8 seconds for approximately 16000 online samples, whereas for CAVIAR2 it takes only 19 seconds with approximately 43000 online samples.

5.2. Detection Performance

We evaluated the detection performance for the CAVIAR and Mind’s Eye datasets. We do not use any prior on the size and the location of the object for either detection or tracking. Tracking parameters are used as described in [9]. β is set to 0.1 for all the experiments. For detection evaluation, we used the same criteria as used in [8]. This metric considers a detection output as correct detection only if it has more than 50% overlap with ground truth.

5.2.1 CAVIAR Dataset

For this dataset, we use Real Adaboost based baseline classifier [8] and train it for 16 cascade layers for full body of human. 30 random ferns are trained for 10 binary features, for two target categories (positive and negative classes).

Division of positive samples into different categories is not required for this dataset, as all the humans in the se-
Figure 4. Run time performance of our approach. X-axis represents the number of online samples used for the classifier training, Y-axis is shown in log scale and represents runtime in seconds. RF-I-K : I random ferns with K binary features.

Table 1. Precision improvement performance for CAVIAR dataset at recall 0.65

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Sharma [17]</th>
<th>baseline [8]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAVIAR1</td>
<td>0.56</td>
<td>0.42</td>
<td>0.64</td>
</tr>
<tr>
<td>CAVIAR2</td>
<td>0.4</td>
<td>0.21</td>
<td>0.8</td>
</tr>
</tbody>
</table>

are used to learn pose categorization histograms. These images have standing/walking, bending and digging poses respectively. None of these training images are from either ME1 or ME2 sequence.

We compare the performance of our approach with the baseline classifier (poselet detector [5]), and show that by dividing the positive samples into different categories, we get better performance as compared to the case where we do not divide the positive samples into different categories. Precision-Recall curves for both ME1 and ME2 sequences are shown in Figure 6.

For both ME1 and ME2 sequences, our method gives better performance than poselet detector. The best performance is obtained when we divide the positive samples into different categories. From Table 2, we can see that our method improves the precision for ME1 by 5% at recall 0.96, when we use sample categorization module, whereas without sample categorization, improvement in precision is 2%. For ME2 sequence, at recall 0.6, we improve the precision for poselet detector by 12% with sample categorization, whereas without sample categorization improvement is 7%.

Some of the detection results are shown in Figure 7. Our approach can be utilized as an efficient pre-processing step to improve the detection results, before applying tracking-by-detection method on baseline classifiers. Also trained multi-category adaptive classifier can be used as pose identification such as standing, bending, digging etc.

6. Conclusion

We proposed a novel detector adaptation approach, which efficiently adapts a baseline classifier for a test video. Online samples are collected in an unsupervised manner and random fern classifier is trained as the adaptive classifier. Our approach is generalized, hence can easily be applied with various baseline classifiers. Our approach can also handle pose variations of the target object. Experiments demonstrate that our method is computationally efficient as compared to the other state of the art approaches. We show the detection performance on two challenging datasets for the problem of human detection. In future, we plan to apply our adaptation method on other categories of objects and other baseline classifiers.
Table 2. Best precision improvement performance on Mind’s Eye Dataset. For ME1, precision values are shown at recall 0.97, whereas for ME2 recall is 0.6. Ours-1: Without sample categorization, Ours-2: With Sample Categorization

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Poselet</th>
<th>Ours-1</th>
<th>Ours-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ME1</td>
<td>0.65</td>
<td>0.67</td>
<td>0.7</td>
</tr>
<tr>
<td>ME2</td>
<td>0.72</td>
<td>0.79</td>
<td>0.84</td>
</tr>
</tbody>
</table>
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Figure 7. Examples of some of the detection results when applied baseline detector at low threshold (best viewed in color). Red: Detection result classified as false alarm by our method. Green: Detection result classified as correct detection by our method. Identified category name is also specified for Mind’s Eye dataset (second row).


