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Abstract—We describe an approach to perceptual grouping for detecting and describing 3-D objects in complex images and illustrate it by applying it to the task of detecting and describing complex buildings in aerial images. We argue that representations of structural relationships in the arrangements of primitive image features, as detected by the perceptual organization process, are essential for analyzing complex imagery. We term these representations collated features. The choice of collated features is determined by the generic shape of the desired objects in the scene.

The detection process for collated features is more robust than the local operations for region segmentation and contour tracing. The important structural information encoded in collated features aids various visual tasks such as object segmentation, correspondence processes (as in stereo, for example) and shape description.

Our method initially detects all reasonable feature groupings. A constraint satisfaction network is then used to model the complex interactions between the collations and select the promising ones. Stereo matching is performed on the collations to obtain height information. This aids in further reasoning on the collated features and results in the 3-D description of the desired objects.

Index Terms—Aerial images, automated mapping, object segmentation, perceptual organization, shape representation, stereo.

I. INTRODUCTION

Our goal is to detect and describe interesting three-dimensional structures in complex scenes. To do so, we need robust methods of obtaining good segmentation and of inferring the 3-D structure. The performance of such a system is likely to depend critically on the kinds of image features that are employed. The traditional approaches use edge contours or regions as their primary features. In edge-based methods, local edges are detected and then linked into contiguous curves. These curves typically do not give complete boundaries for complex objects and many curves that correspond to texture, surface marking, and noise are present. Many attempts have been made to connect these curve segments, using "contour tracing" methods, into meaningful objects. Such techniques have been successful for relatively simple scenes but fail in more complex environments. Region segmentation techniques do give closed regions, by construction, but the regions often do not correspond to the objects in complex environments. The key problem with these segmentation techniques is their myopic nature; they operate locally on the image intensities and do not utilize global information.

One alternative to dealing with these fragmentation segments is to use "model-based" techniques; a survey can be found in [1]. Model-based techniques usually rely on a priori knowledge of the objects in the scene and predict the appearance of an object to the low-level descriptions that can be extracted from the fragmented segmentation. While impressive results can be obtained for restricted domains, we believe that this approach is too restrictive when applied directly to the very low-level image descriptions in complex scenes.

The alternative we pursue in this work is that of perceptual organization which consists of organizing the fragmented low-level descriptions into meaningful higher level descriptions, which are in turn used by the higher level reasoning processes. The human visual system is very good at detecting geometric relationships such as collinearity, parallelism, connectivity, and repetitive patterns in an otherwise randomly distributed set of image elements [2] and we can usually see shapes in arrangements of poor machine generated edge outputs from even very complex scenes. We believe that such capabilities must also be present in machine vision systems if they are to have generality and function in complex environments.

It is our view that the primary purpose of perceptual organization is to make salient the structural interrelationships between image features. We will use the term collated features for a group of features. Useful collated features identify those structural relationships that characterize objects of our visual domain and remain invariant with changing viewing conditions.

We believe that collated features are useful, if not essential, for the tasks of object detection and segmentation, shape description and object matching. We believe that such groupings are needed not only before higher level processes, such as object recognition can be performed, but that they also aid intermediate processes like stereo. Stereo is sometimes believed to give unambiguous data to help in the grouping process, but we show that sometimes the reverse may be more appropriate.

Perceptual organization has been studied extensively by investigators of psychology and computer vision [2]–[13],
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yet, methods that work on real, complex scenes are lacking. We have chosen the task of detecting and describing complex buildings in aerial images as a test domain. Low-level segmentation in such images produces a large number of fragmented features and previous approaches that have used local approaches fail as the scenes get complex. This is also a domain where stereo processing using low-level features, such as lines, also fails as the needed global context is not available without some grouping first. We have developed a new methodology for detecting and utilizing collated features, in a system that we call CANC [14], [15], that gives excellent results in this difficult domain. Our system is, however, not limited to this domain as it does not rely on the knowledge that images are aerial, but only on the knowledge that the desired structures have certain generic shapes.

Choice of the appropriate collated features may depend on the problem domain and system goals. In this work, our principal interest is in detecting and describing objects of a certain generic shape. In this case, the collated feature choices can come from the expected shape itself, and structural decompositions of the shape. Collated features appropriate for the chosen domain are given in Section II. Once the desired collated features have been chosen, computing them still remains a major problem. We must deal with the computational complexity of the task and learn to distinguish between the large number of combinations that are possible. In our approach, we first compute all reasonable feature groupings, as described in Section III. Then, a process of mutual cooperation and competition, implemented as a constraint satisfaction network, selects the more promising collations as described in Section IV. We show how these collated features can be used for stereo matching in Section V, and for visual reasoning, object segmentation and description in Section VI. Our system has been tested on several examples and some results are shown in Section VII. We give the time complexity and run times for our system in Section VIII and present our conclusions in Section IX.

II. A VISUAL DOMAIN

We have chosen the task of detecting and describing complex buildings in suburban aerial images to test and demonstrate our methodology for detecting and utilizing collated features. However, our system uses no specific knowledge that it is looking at an aerial scene and we believe that the methodology has much broader applicability. We address this in Section IX, after we have described our method in detail.

The task of detecting and describing buildings in natural scenes is a difficult one and is best illustrated by an example. Fig. 1 shows a stereo pair of images of a building with wings of various heights in a suburban environment. The building is easy for humans to see, even without stereo, but it is in fact very difficult for current vision systems. Fig. 2 shows the line segments detected in the image-pair (Fig. 1) using the "Nevatia–Babu line finder" [16]. We are still able to see the roof structures of the buildings readily and easily, but the complexity of the task now becomes more apparent. The building boundary is fragmented, there are many gaps and missing segments. There are also many extraneous boundaries caused by other structures in the scene. While local techniques, such as "contour-tracing" have proved useful for simpler instances of such tasks [17], they are likely to fail for the scene of the complexity shown here.

This task is difficult for several reasons. The contrast between the roof of a building and surrounding structures

Fig. 1. Aerial image I (stereo pair): (a) right image, (b) left image.

Fig. 2. Linear segments detected in Fig. 1: (a) right image, (b) left image.
such as curbs, parking lots, and walkways can be low. Contrast between roofs of various wings, typically made of the same material, may be even lower. Low contrast alone is likely to cause low-level segmentation to be fragmented. In addition, small structures on the roof and objects, such as cars and trees, adjoin the sides will cause further fragmentation and give rise to 'extraneous' boundaries. Roofs may also have patches on them caused by dirt or variation in material. Shadows and surface markings on the roof cause similar problems.

There are other characteristics of these images which may specifically cause problems for contour tracking type systems [17]–[19]. Roofs have raised borders which sometimes cast shadows on the roof. This results in multiple close parallel edges along the roof boundaries and often these edges are broken and disjoint. At roof corners and at junctions of two roofs, multiple lines meet leading to a number of corners making it difficult to choose a corner for tracking. Roofs cast shadows along their sides and often have objects on the ground near them like grass lots, trees, trucks, pathways etc., which lead to changes of contrast along the roof sides. Thus while tracking one can face reversal in edge direction. Often some structures both on the roof and on the ground are so near the roof that the border edges get merged with the edges of these objects, leading contour trackers off the roofs onto the ground. At junctions it is difficult to decide which path to take. Searching all paths at junctions leads to a combinatorial explosion of paths. It may be difficult to decide on the correct contours since contours may not close because of missing edge information, or more than one closed contours may be generated. Contours may merge roofs or roofs and parts of the ground. Figs. 2, 21, and 27 (see Section VII) illustrate some of these problems. Note the edges around the roofs of the buildings.

Stereo analysis is also difficult here. The roof tops have little texture and thus little context is available for the matching of their boundaries. In fact, the usual assumption that disparity changes smoothly, is violated in very many places, since the important boundaries largely represent depth discontinuities.

A. Previous Work

Much work has been done in computer vision on detecting buildings and other man-made structure in aerial images. While a wide variety of techniques have been applied towards this task, a systematic use of perceptual grouping has been lacking. Another interesting observation is that while man-made objects have rich geometric structure, little use of this structural information was made in the older systems.

In [20] a region segmenter is used and the relationships between such objects as roads and houses is used to improve detection. Contour tracing with some structural guidance as oriented corners and depth from shadow has been used in [17]–[19]. Fua and Hanson [21] segment the scene into regions, find edges lying on region boundaries, and then see if there is evidence of geometric structure among these edges to classify the region as a man-made object. In the VISIONS system [22], region segmentation is the primary technique used and the regions are classified by their shape and spectral properties. SPAM [23] is a map-based system which uses region segmentation of aerial imagery.

Most of these systems work on simple scenes, for example rural scenes, where the building roof can be simply segmented (and even identified) from the surround on spectral properties. The buildings detected have simple shapes. Only a few systems compute and use depth information. None of the systems generate a description of the buildings at the level of shape descriptions of the different wings.

In the systems mentioned above, the generic feature extraction techniques used, namely region segmentation or contour tracing, are not suited for extracting particular shapes or organizations. Hough transform [24], [25] is a general mechanism for detecting groupings, but is practical only if exact shapes (rather than generic descriptions) to be detected are known. If the features being detected have simple geometric properties, it is more straightforward to use specific detection algorithms. For example, the MOSAIC system [26] uses oriented junctions to complete fragmented lines. This system also uses height information obtained from stereo and sophisticated geometrical reasoning to hypothesize likely wire frame models of the buildings. The complexity of this system, and its limited performance, are due to the use of simple features (lines and junctions) used to perform the detection, stereo matching, and reasoning. Recently, application of perceptual grouping to locate features indicating structure has been explored by Reynolds and Beveridge [27]. This system also employs specific routines to detect various geometric organizations indicative of structure. However, this system has limited use as the groupings found are sensitive to the layout of the scene rather than the object shapes, and consequently can not be used to either detect or describe any individual structures (like buildings) in the scene.

B. Choice of Collated Features

In our approach, we propose to compute features before higher level processes are applied. The choice of the collated features follows from the chosen task. We assume that roofs are the essential building structure we see, and that the roof shapes can be modeled as consisting of a combination of rectangles (note that in addition to rectangular buildings, this allows, for example, L, T, H, and E shaped buildings as well). We believe that this model applies to the vast majority of modern buildings. Such shapes can be successively decomposed into rectangles, U shape (a rectangle with one side missing), parallel lines, and straight lines. These then form the collated features that we seek. Besides the assumption that such collated features are useful, our system uses no other domain knowledge.
III. DETECTION OF COLLATED FEATURES

The detection of collated features works bottom-up from edges, grouping them step by step into more and more geometrically evolved shapes. Initially all reasonable groupings are considered as collated features; this set is then refined by identifying the significant collations as more global context from other collated features become available after the initial groupings are made.

The large collated features and their subsidiary collations exchange information in both directions. Simple collated features are used to form the more complex groupings which in turn help the formation of the simpler collated features by use of their more global view. This symbiotic relationship will become more evident in the following subsections.

A. Lines: Linear Structures

We use the “USC LINEAR” system, based on the “Nevatia-Babu line finder” [16] to detect linear segments in the scene. Due to poor contrast, many linear segments along the roof borders get fragmented. Near junctions or close presence of other strong features, these fragments get displaced from the straight line the border lies on, making simple collinearization useless.

A collection of parallel lines bunched along the same linear axis represents the presence of a linear structure at a higher granularity level than the edges (for example, the boundary of the roof as opposed to the individual lines belonging to its borders). We wish to group closely bunched parallel linear segments since they represent a linear structure of some object, like the border of a roof or the divider on a road.

To detect such groupings of edges, we “fold” the space around each segment (a segment here refers to a linear segment or a straight line fitted to the edges detected in the image) onto the segment repeatedly, like pleats in an accordion, collecting the segments from this space which lie parallel to it (see Fig. 3). This folding process is halted as soon as no new segments are located or when the threshold on the spread about the linear structure is exceeded (The width of each pleat is 0.151. The spread threshold is 0.41.). Each of the groupings of closely bunched, overlapping, parallel line segments is represented by a single line (or linear feature) whose orientation is a length weighted average of the segments grouped and extent is between the maximum and minimum projections of the grouped segments onto this orientation. Fig. 4 shows the lines obtained from grouping the segments in Fig. 2.

We detect two types of corners between the lines, L and T-junctions. We currently do not investigate orthogonal trilateral vertices (OV’s) as few walls are visible, and those that are appear highly foreshortened and have shadows, etc., near them making the OTV’s difficult to detect accurately. T-junctions for urban aerial imagery do not have, in general, the usual interpretations of occlusion.

The buildings have wings which are aligned and nearby objects like roadways, etc. are also aligned to the building sides. In a top view, the sides of two different structures can create T-junctions in which the top line belongs to two different objects and is not occluding the stem. Therefore, the T-junctions are used to break the line belonging to the top of the T into sections. Finally, all the lines are extended to the corners detected at their ends.

B. Parallels

For each line obtained above, we find lines that are parallel (within ± 15 degrees) to it and have a sufficient overlap (at least 60 percent of the length of the shorter line) with it. Man-made structures in urban scenes like building-wings, roads and parking lots are organized in
regular grid-like patterns. These structures are all composed of parallel sides. As a consequence, for each significant line-structure detected in the scene, there is not one but numerous lines parallel to it. To reduce the number of parallels we impose the additional constraints that the length of the longer line of the parallel pair should be no longer than three times the length of the shorter one and if a line $l_1$ finds a parallel line $l_2$ on its (say) left side which completely overlaps it ($l_1$) then no lines parallel to $l_1$ on its left side lying further than $l_2$ are considered.

The formation of the parallel collated features in turn aids the formation of lines. The structure of two parallels lines strongly suggests a complete overlap between the two. If the original lines do not overlap completely, their extensions which will complete the overlap, are considered. These extension are alternate line groupings of the underlying linear segments. Often these new line collations will include new linear segments in the extension, which had not previously been included in the same linear structure as the information (in terms of proximity and collinearity) in the context of the lines alone was not sufficient to trigger the grouping. We also consider the formation of another parallel with the longer line contracted so that it just overlaps the shorter one (see Fig. 5). This is done because the line may be belong to a longer, occluding object, or we may have erroneously grouped segments from two close by structures while finding lines. One can see the new lines formed by extension by noting the lines in Fig. 4 which have been extended in Fig. 6 (which displays both the lines of the parallel groupings detected). However, the lines formed by contraction can not be made out as they are overlaid by their longer alternates.

C. U Structures

Each pair of parallel lines evolves into a set of parallels and the ends of their component lines are aligned (within ± 0.71). A set of parallel lines with aligned ends is a strong indication that there is possibly a line joining those ends to create a U shaped structure.

Thus the presence of a parallel with aligned ends triggers the formation of another collated feature, the U structure. The U collation, or rather the parallel with aligned ends, gives strong suggestion of a line joining the two ends (see Fig. 7). If an appropriate line joining the aligned ends does not already exist, a new linear collation is created. Note that due to the formation of the U collation, lines which were not combined into a single line on the relatively local structural basis of collinearity may now be grouped on the more global structural basis of the U-contour (the gap tolerated between line segments is now increased up to the width of the gap between the parallel lines and the angle tolerance for collinear lines increased by 50 percent). This new collation may incorporate any existing linear segments or may be “virtual”; again the perception of a complex structure, in this case a U, triggers the formation of a less evolved collated structure, the line. Fig. 8 shows the U-contours detected.

D. Rectangles

Each parallel generates two U structures and the U’s of a parallel taken together form a rectangle. Fig. 9 shows the rectangles formed from the U-contours in Fig. 8. The
IV. SELECTION OF COLLATED FEATURES

The detection of collated features, where all reasonable groupings among tokens resulted in the formation of collated features, is followed by selection where only the more suitable collated features are retained. The detection and selection processes could proceed simultaneously.

At each level of the collated features hierarchy, various collations are in contention as they provide alternative groupings of the underlying tokens. Also, some collations may have been formed on weak evidence; evidence that seems too weak when compared to that for other collated features at that level. A selection process has to choose "good" collations, i.e., those which have high probability of corresponding to individual object parts.

The "goodness" of a collated feature depends on how it compares to its alternatives in terms of the support it has from related collations at other levels, and the support or contradiction from its component primitive features and other related image features. A collated feature is not supported just by its component collations but also by the collations it itself is a component of. The later relationship is due to the fact that the percept of a larger structure strengthens that of a smaller component structure, for example as the percept of a U shape strengthens the percept of a line forming the base of the U. Thus a line and the U it belongs to are mutually supportive. In general terms, collated features which are linked by part-of relationships are mutually supportive and those that share component collations are mutually competitive.

The problem of selecting the best set of collations can be formulated as selecting the best set of hypotheses, given relationships of support and conflict among them. Consider:

A set of Hypotheses \( H = \{ h_i \} \).

A unary function \( Value(h_i) = V_i \), \( 0 \leq V_i \leq 1 \), which assigns a confidence level to each hypothesis.

A binary function \( Support(h_i, h_j) = T_{ij} V_i V_j \), \( T_{ij} > 0 \)
0 and its value depends on the support relationship between two hypotheses.

Similarly, a binary function Conflict \( C(h_i, h_j) = T_{ij}V_iV_j, T_{ij} < 0 \).

A unary function Input \( I(h_i) = I_i \) which is a sum of the evidence or measurements for the hypothesis \( h_i \).

Finally a function \( E(h_i) = I_iV_i \) which measures the contribution to the total evidence from hypothesis \( h_i \).

To choose the best consistent set of hypothesis that maximize evidence, we wish to assign confidence values to hypotheses such that: \( \Sigma S + \Sigma C + \Sigma E \) (note the terms in \( C \) are negative) is maximized. Rewriting the above term we have \( \Sigma \Sigma T_{ij}V_iV_j + \Sigma I_iV_i \). Our goal is to find the optimal feature groupings consistent with the known optical and geometrical constraints [28], [29]. Note that all the constraints must be simultaneously satisfied to reach global consistency across all levels of the hierarchy.

One parallel technique to solve this problem is relaxation where a cost function associated with the network is minimized. We wish to select the best consistent feature groupings, and reject the bad groupings. If we formulate the cost function such that the optimal solution corresponds to its global minima, then the problem of locating the best groupings reduces to that of minimizing the cost of the network given the constraints (defined by the relations) between the collated features and the observed image characteristics. Parallel optimization techniques such as simulated annealing [30], Hopfield networks [31], [32], Boltzman machines [29], [33], [34], probabilistic solutions [35] and connectionist methods [33], [36] have been proposed for such problems.

A. Constraint Satisfaction Networks

The collated features and the relationships of support and conflict among them naturally define a network with the collations serving as nodes and the relationships as arcs. We use a slightly modified version of Hopfield networks to implement this network as a constraint satisfaction network. Following the notation convention of Hopfield and Tank [37], [38] we describe the behavior of each node in the network by

\[
du_i/dt = -u_i + \sum_{j=1}^{N} T_{ij}V_j + I_i - h_i 
\]

\[
V_i = g(u_i) 
\]

\[
h_i = \text{resting potential of node}_i
\]

where \( N \) is the total number of nodes, \( T_{ij} \) is weight on link from node \( j \) to node \( i \), \( I_i \) is the total input to node \( i \), \( V_i \) is the output of node \( i \), and \( u_i \) is the "membrane potential" of node \( i \). The gain function \( g \) is sigmoidal and is defined as \( \frac{1}{2} \left( 1 + \tanh \left( u_i \right) \right) \). The addition of \( h_i \), the resting potential or bias, is useful in adjusting the sensitivity of a neuron by shifting its gain curve. For purposes of analysis of the network, the resting potential may be combined with the input.

When the network has symmetric connections, i.e., \( T_{ij} = T_{ji} \), the network, where each element has the above equation of motion, converges to stable states. This property has also been shown for more general networks by Hummel and Zucker [39]. When the gain function \( g \) is high gain (width of the gain curve is narrow), the stable states of the \( N \) elements are the local minima of the following cost function with the outputs of the nodes at 0 or 1, [38].

\[
E = -\frac{1}{2} \sum_i \sum_j T_{ij}V_iV_j - \sum_i V_iI_i. \tag{4}
\]

Note that minimizing the above term is equivalent to maximizing the term given the previous subsection (after replacing \( T_{ij} \) by half its value in that term). The signs in the above cost function suggest that if we wish to select mutually supporting collations and reject mutually conflicting collated features, the weights \( T_{ij} \) between supporting hypotheses should be positive and that between conflicting hypotheses should be negative. Those optical and geometrical constraints, which are not expressed purely via the interrelationships between the interpretations should be fed as inputs \( I_i \) to the nodes. Again, the sign in (1) and (4) shows that supporting evidence should be included as positive input and contradicting evidence as negative input.

B. Construction of the Network

To construct the network, each of the collation detected is represented as a node or "neuron." The relationships between the collations define the links between the nodes. In the network the Fig. 10, nodes for collated features which support each other are connected via positively weighted links (thin lines) while mutually conflicting collations are linked via negatively weighted links (bold lines).

To ensure the selection of perceptually significant feature groupings in the scene, the choice of weights should reflect the perceptual importance placed on the optical and geometric constraints between the various collated features. The perceptual significance of a collated feature lies in its indication of actual object structure in the scene. For example, while any grouping of parallel lines [27] is indicative of some order in the scene, we are more interested in parallels that actually correspond to individual objects. Therefore, the parallels that have supporting structural evidence such as rectangles are more significant than those that do not.

Supporting links are between those collated features at different levels of the feature hierarchy which group the same underlying edges, i.e., collations that are connected by "part-of" relationships. For example, there is a supporting link between a parallel and each of the two lines that form the parallel. If the parallel is part of a rectangle, then there is a supporting link between the parallel and the rectangle. The relationship of support is also inherited, for example when a rectangle is formed from two U-contours, it also forms supporting links with the parts of
the U-contours, i.e., the parallels and the lines. The supporting links are generated as a part of the collation detection process; once a collation is detected, links of support between it and the collations it grouped are formed. For example, when a U-contour is detected, a node for it is generated and is linked to the nodes of the parallel and the line (base of the U) that were grouped to form it.

Conflicting links are formed between collated features at the same level of hierarchy, which are alternate groupings of the same edges. For example, when two lines of dissimilar length are found to be parallel, we form two parallel collations, one corresponding to the shorter line and the other to the longer line. These two parallel collations are in conflict and would be connected by a conflicting link. Relationships of conflict are also inherited. If two rectangles are formed from two conflicting parallels, then the two rectangles are also in conflict. The conflicting links are formed after all the collations are formed. The relationship of conflict is first found between collations at the lowest level of the hierarchy, i.e., lines, and then we progress up the hierarchy, with each level inheriting conflicts from its components in the lower levels.

The input to each node is a weighted sum of measurements on the collation represented by that node. The input to a node representing a line collation is the weighted sum of the percentage of its length actually covered by edges, the numbers of corners detected at its ends and the number of lines crossing through sections of it which are gaps ($U_{line} = \%edge - coverage + 0.4 \times \#corners - \#crossings$). The relevant measures on parallels are the amount of overlap between the lines, and the width of the parallels, on U-contours are the number of actual corners between the base and the parallel sides and the number of lines crossing the base, and on rectangles are the number of corners between its sides, and the "amount of texture" inside the rectangle (we count the number of lines lying inside a rectangle, which do not belong to any rectangle, as a measure of the texture on the rectangle, with less "textured" rectangles being preferred).

C. Performance of the Network

The network is started with all nodes at rest, i.e., membrane potential and output at zero and the network is relaxed. The network converges in a few iterations and the nodes with high output ($> 0.8$) are selected. We have found the network to converge within ten iterations for all of our test scenes. While feature groupings at all levels of complexity get selected simultaneously, only the rectangles so selected have been displayed in Fig. 11.

The weights on the links range from $-1.0$ to $1.0$. We chose the weights in the proportion to the perceived importance of the source collation as supporting or conflicting evidence to the destination collation. The weights used in our system are as shown in Table 1 (the table is to be read as $T_{ij}$ being the weight on the link from node $j$ to node $i$). The input to each node is also represented as a real number. The evaluation of the input as a real number depends on the type of measurements made for each collation, and the relevance of the measurement to the collation. For example each corner contributes 0.7 to the input.
to the rectangle; indicating that the presence of a corner (a corner can be interpreted as two lines in the specific geometric relationship of orthogonality) is considered to be of the same order of significance as a parallel with full confidence level.

In our implementation, the weights on the links are not symmetric, so the convergence results for Hopfield networks cannot be used. However there is support that the networks can converge under nonsymmetric weights [40]. We have found our networks to converge on all our selection of weights within ten iterations.

In the beginning, some tuning of the weights, and the bias on the nodes, was done on one image so that the nodes that fired corresponded to the collations that we visually perceived as "good." After this initial setting of weights, no further tuning was done, the same set of weights (shown in Table I) have been used successfully for all the images we processed. We have found that the network is not sensitive to even large changes in the weights if the total amount of evidence \( \sum T_{ij} V_j + I_i \) arriving at the nodes does not change drastically. Table II shows the performance of the network in selecting rectangle collations, from those displayed in Fig. 9(b), against percentage change (from the values in Table I) in the weights. The last row of the table may indicate that when the weights are too low, some of the nodes, which may fire with higher weights, may not be able to rise above their threshold to fire. The network, in its present form, does not have the ability to "self calibrate," i.e., to automatically adjust the sensitivity of a node on the basis of the total amount of information arriving at it. The sensitivity of the nodes can be controlled by using a bias similar to the resting potential of neurons. By controlling the bias we control the amount of positive evidence required by a node to fire it.

This scheme, since it is based on competition between alternate collations for the same underlying edges, may lead to a situation where a collation, which is not comparable to the other selected collations of its hierarchy class in the scene (in terms of its related measurements or evidence), is selected solely because it is the only grouping of its component edges and has no competing collations. To avoid this situation, a “winner take all” [41] type of network is superimposed on the Hopfield–Tank network. In this network, each node has self excitation (+1) and competes (-1) with all the other collations of the same hierarchy class. While stability results for such “winner take all” type of networks are known [42], the stability results for the resulting “hybrid” network are not known.

It may be useful to note here that unlike many other applications of “neural-networks” to computer vision [33], each node represents a high-level feature. The features to be represented, and the relationships between them, have been selected by us. This, however, does not require the network to be made by hand; the nodes and their relationships get automatically formed as a byproduct of the detection process.

### TABLE II

<table>
<thead>
<tr>
<th>Change in weights</th>
<th>Number of rectangles selected</th>
<th>Number of correct rectangles missed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>10</td>
<td>none</td>
</tr>
<tr>
<td>+100%</td>
<td>9</td>
<td>none</td>
</tr>
<tr>
<td>+200%</td>
<td>9</td>
<td>none</td>
</tr>
<tr>
<td>-50%</td>
<td>8</td>
<td>none</td>
</tr>
<tr>
<td>-75%</td>
<td>5</td>
<td>none</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>Collation</th>
<th>Complexity</th>
<th>Run Time</th>
<th>I/O Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line</td>
<td>( O(n^2) )</td>
<td>35.1</td>
<td>( s = 774, t = 12.3 )</td>
</tr>
<tr>
<td>Parallel</td>
<td>( O(n^3) )</td>
<td>21.6</td>
<td>( n = 83 )</td>
</tr>
<tr>
<td>U-contour</td>
<td>( (n^2) )</td>
<td>2.3</td>
<td>( p = 48, n = 35 )</td>
</tr>
<tr>
<td>Rectangle</td>
<td>( O(n^2) )</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Network formation</td>
<td>( O(n^2) )</td>
<td>12.52</td>
<td></td>
</tr>
<tr>
<td>Relaxation</td>
<td>( O(n^2) )</td>
<td>13.1</td>
<td></td>
</tr>
<tr>
<td>Stereo</td>
<td>( O(n^2) )</td>
<td>2.1</td>
<td>( r = 10 ) [left], 8 (right)</td>
</tr>
<tr>
<td>Structure</td>
<td>( O(n^2) )</td>
<td>0.0</td>
<td>analysis made on 4 rectangles</td>
</tr>
</tbody>
</table>

#### V. APPLICATIONS TO STEREO

Collated features are rich representations. They encode particular structural relationships at a particular scale of description. Matching collated features thus involves less ambiguity than edges as there are less possible alternatives and more information to judge a match. Also there are usually much less collated structures, at any given representation level than edges. The most probable role of collated features, and one that we employ here, is that correspondence of collated features provides a rough correspondence for their component primitive features, which can then be matched with less ambiguity. In a similar vein, recent stereo systems have shown improved performance by using more structure than individual edges [43]–[47].
For our vision system we use the rectangle collated features to aid stereo matching. For this visual domain, edge and segment based stereo matching algorithms displayed poor performances. The following factors indicate why stereo systems based on simple image features may not perform well in this domain.

- **Organized nature of the scene.** The are numerous parallel lines since the building-wings, roads, parking lots, etc., are all parallel. Roof borders and their shadows and road markings also give rise to close parallel lines. This leads to many ambiguous matches and it is difficult to resolve among the competing matches.

- **Absence of texture.** The buildings sides represent areas of high disparity change and there are insufficient markings on the roofs to support match-disparities at roof level while matches giving low disparities get favored due to the preponderance of features on the ground.

We choose to match the rectangles selected in each image of the stereo pair by the constraint satisfaction network. Finding a match between two rectangles corresponds to assigning a unique one-to-one correspondence between the sides of the rectangles. Two rectangles \(A, B\) match if their sides match in order, i.e., the leftmost side of \(A\) matches the leftmost side of \(B\), and so on. Therefore, in Fig. 12, rectangles \(A\) and \(B\) match if \(a_1\) matches \(b_1\), \(a_2\) matches \(b_2\), \(a_3\) matches \(b_3\) and \(a_4\) matches \(b_4\).

For two sides \(a_i\) and \(b_i\) to match, part of \(b_i\) has to lie within the epipolar window of \(a_i\). The epipolar window of \(a_i\) is defined as the space bounded by the epipolar lines corresponding to the ends of \(a_i\). Note that requiring only a part of \(b_i\) to lie in the epipolar window of \(a_i\) (instead of the stricter requirement of having the ends of \(b_i\) lie exactly on the epipolar lines of the ends of \(a_i\)) allows for occlusion of \(b_i\). For our domain, we assume that the roofs are nearly parallel to the imaging plane. Therefore the two images of the side of a building in the two image of the stereo pair must appear parallel. Thus two sides \(a_i\) and \(b_i\) have to be nearly parallel to match.

The sides of a rectangle need not have equal disparities. If the four sides have different disparities, then some of the sides of the rectangle do not lie on the same roof as the other sides, but belong to occluding roofs. This allows for matches even when portions of a roof may be occluded by other roofs. However, if two side \(a_i\) and \(a_j\) of a rectangle form an L-junction, they belong to the same roof, whether the roof corresponds to the area enclosed by the rectangle, or an occluding roof, and their disparities must be equal.

The conditions for two rectangles \(A\) and \(B\) to match can be summarized as

\[
\text{match} (A, B) \Rightarrow \bigwedge_{i=1}^{4} \text{match} (a_i, b_i)
\]

\[
\text{match} (a_i, b_i) \Rightarrow \text{parallel} (a_i, b_i) \land \text{epipolar overlap} (a_i, b_i)
\]

\[
L - \text{junction} (a_i, a_j) \rightarrow (\text{disparity} (a_i) = \text{disparity} (a_j)).
\]

The disparity assigned to the rectangle is the minimum disparity of its sides (assuming that disparity increases with increase in height above ground). This means that we assume that the side(s) with the least height belongs to the area enclosed by the rectangle and the other sides belong to occluding roofs. However, this assumption fails if the sides enclose a hole in the roof.

The choice of rectangle as the match primitive restricts the possible matches. Like other stereo matching systems we allow only matches falling within a disparity range reasonable for the stereo pair. To avoid mistaking rectangles corresponding to tennis courts, parking lots, and the like, the legal disparity range should start just above ground level. The other end of the interval should be high enough to encompass the tallest buildings in the scene. This estimate need not be exact, as possible wrong matches between rectangles usually result in disproportionate disparities. For our test cases we chose an ad hoc value which was more than twice the disparity of the tallest building in any of the test scenes.

The key problem with general stereo systems is the ambiguity in matching necessitating a mechanism to choose one among many competing matches for each match primitive. For this system we have found the constraints imposed by the structure of the collated feature sufficient to select unique matches for the primitives (rectangles). In the rare case of a rectangle finding more than one match, we choose the match with the least number of disparity differences between the sides, which is equivalent to preferring the least occluded interpretation.

Stereo serves as an important visual clue in selecting those collated features which have a very good chance of corresponding to actual object structures, in this case the roofs. Selection of the proper collated features is crucial for this domain as many other objects in the scene such as road segments, parking lots and sidewalks have rectangular structures. Furthermore, these objects are arranged in a regular grid like manner, and some collated features formed reflect the structure in the layout of the scene rather than that of specific objects. In general, objects in a scene are not organized in a regular fashion, and other sources of visual information such as stereo may not be required for aiding the selection process.

The rectangle collations which are components of the roof shapes have heights above the ground, and the disparities of their sides lie within ranges reasonable for the
Fig. 13. Rectangles matched by stereo: (a) right image, (b) left image.

stereo pair. The rectangle collated features that meet this criteria are selected out from the rest. These have high probability of belonging to roofs or parts of roofs and further processing is performed on only these rectangles. Rectangle-groupings so selected are shown in Fig. 13.

A. Discussion

The present version of the system CANC has the drawback of using stereo to select among the existing collations but of not using it to check for missed collations. Given a rectangle in one image, which does not have a match in the other, the system does not go back to the grouping level, with relaxed constraints on the grouping (or the selection) to see if a matching rectangle could be detected. For example, in the scene in Fig. 1, the small roof inside the L-shaped roof is detected in the right image but not in the left image. Thus it is rejected, and does not appear in the final model of the building.

There is a loss of accuracy in the determination of the disparities as a result of the robustness in the detection of the matched primitives. The rectangles are collated features, and are thus primarily structural representations with low positional accuracy. The component lines of the rectangle only represent the structure among the underlying edges, not their positions. For obtaining accurate disparity, matching of more precisely located features, namely the edges, is required. The lines of the rectangles are replaced by the linear segments they represented and these are then matched. There is little ambiguity in matching linear segments at this stage, since the linear segments of a line are matched only to the linear segments of the corresponding matching line found during matching the rectangles. While each line might represent multiple close parallel linear segments, we choose only the innermost edges for match. The rectangles represent areas bounded by the lines and so the inner edges are a sensible representation of the rectangle. This is a convenient approximation and may not be correct for all cases. We are currently working on using sensitive edge detectors on magnified portions of the image in small windows around the lines for precise detection and location of edges. We can consider even weak edges near the noise level of the image, since we have an idea of the direction of the edges, their geometry (straight lines), and an approximate idea of their location.

VI. APPLICATIONS TO SHAPE DESCRIPTION AND OBJECT EXTRACTION

The collations detected correspond to parts of objects in the scene. We have to combine the collated features into structures corresponding to the objects. The combination process automatically generates a shape description of the object in terms of the primitive shapes of the collations combined.

In the present case, we have identified strong rectangle collations which meet the height requirements of buildings in the scene. However, each rectangle collation may not correspond to a separate roof as a roof shape could be a combination of rectangles. To extract individual roofs in the scene (object extraction), we have to consider possible combinations of the rectangles into structures which correspond to roofs. As the shape of a roof is described as a combination of rectangles, this process, in addition to segmentation also provides shape description.

The combination of the rectangle collations is guided by reasoning based on the available 2-D and 3-D information. The visual reasoning carried out currently is primarily monocular, augmented by stereo as needed. The 2-D information is the geometrical relationships between the rectangles and the actual edges grouped by the rectangle collations. The 3-D information is obtained by stereo (see Section V). The combination process is rule-based; the set of rules governing the combination of the rectangles (and the resultant structures) is defined on the 2-D and 3-D relationships among the rectangles.

In contrast to previous uses of monocular analysis, we work with more organized structures than lines and junctions. Also T junctions, which are a key element in monocular analysis, cannot be utilized for this application domain because of the presence of false T junctions due to alignment. As with other phases of processing, the
reader will note that the organized nature of the primitives used for processing bring more information to the monocular analysis than is available with just edge and junction information.

The structural relationships being considered are those of subsumption or inclusion, merger-compatibility, occlusion, and incompatibility. Let the shapes be defined by their boundaries. Consider two structures $A$ and $B$. The bounding contours of the structures correspond to groupings of the underlying intensity edges. Sections of the boundary thus correspond to grouped edge-contours, single edge-contours or are abstractions generated by the grouping process.

We find the intersections between the boundaries of $A$ and $B$. These intersections divide the boundary of each structure into contour-segments. The contour segments of each structure are then assigned to one of three disjoint sets, one containing segments that lie outside the other structure, one containing segments that lie inside the other structure and one containing segments shared by the other structure. Since the positioning of the boundaries is approximate, allowances have to be made during the computation of these sets to account for these inaccuracies (for example close parallel and overlapping boundaries may be termed "shared").

$O_{AB}$: Set of contour segments of $A$ outside $B$.
$I_{AB}$: Set of contour segments of $A$ inside $B$.
$S_{AB}$: Set of contour segments shared by $A$ and $B$, $S_{AB} = S_{BA}$.

$Edg(X)$: Number of edges in the set $X$ of contour segments.

**Subsumption:** If the outside-segment set of shape $A$ is empty and the shared segment set nonempty and the edge-support for segments in the inside-segment set is poor or nonexistent, then we say that structure $A$ is subsumed by structure $B$ and can be removed (see Fig. 14).

$\left( O_{AB} = \emptyset \right) \land \left( S_{AB} \neq \emptyset \right) \land \left( Edg(I_{AB}) < \tau \right)$

$\Rightarrow B$ subsumes $A$.

The following relationships are only checked when subsumption is not present.

**Occlusion:** If the contour-segments of $A$ inside $B$ have strong edge support and those of $B$ inside $A$ have weak intensity edge support then we can assume that shape $A$ occludes shape $B$ (see Fig. 15). Note that this applies even if the rest of the contour-segments of $A$ and $B$ belong to the shared set or outside set.

$\left( Edg(I_{AB}) > \tau \right) \land \left( Edg(I_{BA}) < \tau \right) \Rightarrow A$ occludes $B$.

**Merger-Compatibility:** If the segments in the inside-segment and shared-segment set for both shapes $A$ and $B$ have poor edge support then we can conclude that $A$ and $B$ represent segmentation of one structure into two parts and can thus be merged into one structure (see Fig. 16). The merger operation is that of union. Note that an implicit assumption has been made that the outside-segment set of $A$ is nonempty since each shape has to have some edge support for it to be formed. The one combination of rectangles resulting from this process in Fig. 13(b) is shown in Fig. 17.

$\left( Edg(I_{AB}) < \tau \right) \land \left( Edg(I_{BA}) < \tau \right) \land \left( Edg(S_{AB}) < \tau \right) \Rightarrow A \cup B$.

If on the other hand, the outside-segment set of $A$ is empty and the shared-segment set of $A$ has poor edge support then $A$ and $B$ are merged using the difference operation $B - A$.

$\left( Edg(I_{AB}) > \tau \right) \land (I_{BA} = \emptyset) \land (O_{AB} = \emptyset)$

$\land \left( Edg(S_{AB}) < \tau \right) \Rightarrow B - A$.

If stereo information is present, it should be checked that the heights of $A$ and $B$ are compatible since edge support could be lacking in shared-segments of adjoining objects of similar surface properties due to the absence of contrast.

**Unrelated:** If $A$ and $B$ have null inside-segment sets and null shared-segment sets then they are unrelated. If $A$ and $B$ have a nonempty shared segment set (and null inside-segment sets) but the shared segments have good edge
support, then $A$ and $B$ are still unrelated (although adjoining).

$$ (I_{AB} = \phi) \land (I_{BA} = \phi) \land ((S_{AB} = \phi) \lor (Edg(S_{AB}) > \tau)) \Rightarrow A \text{ and } B \text{ are unrelated}. $$

**Incompatible:** If $A$ and $B$ have nonempty inside-segment sets and the elements of the inside-segments of both $A$ and $B$ have strong edge support then at least one of $A$ or $B$ is a wrong structural grouping and must be deleted.

$$(I_{AB} \neq \phi) \land (I_{BA} \neq \phi) \land (Edg(I_{AB}) > \tau) \land (Edg(I_{BA}) > \tau) \Rightarrow A \text{ and } B \text{ are incompatible}.$$

The decision of which structure is erroneous is difficult to make in the context of just two structures, one could possibly retain the structure with more edge and corner support than the other. If $A$ and/or $B$ conflict with other structures then the one with the most conflicts can be deleted first, and so on. In the case of a tie, where we are left with a pair of mutually conflicting structures, other information such as stereo could be used to resolve conflicts.

Our current system reports on the conflicts but does not resolve them. In our test cases we had only one case of conflicting structures, and there the decision was easy to make (manually) as one of the structures was not only conflicting with a number of other structures but was also being "occluded" by a structure of lower height (as reported by stereo) than itself.

Starting from the rectangles selected from the previous stages, we perform the above analysis on all pairs of rectangles, first removing subsumed structures and then forming new structures on any possible mergers of rectangles. The process is recursively applied to the new structures along with the original structures from the previous step until no new structures are formed. During this combination, duplication of the structures is possible, but it is trivial to detect duplicate structures since they have exactly the same component rectangles. The roofs so obtained from the rectangles in Fig. 13 are shown in Fig. 18.

![Fig. 17. Only possible combination of rectangles in Fig. 13(b).](image)

![Fig. 18. Final combination of rectangles (corresponding to roofs): (a) right image, (b) left image.](image)

![Fig. 19. Rendered view of 3-D model of the detected building.](image)

The geometrical relationships among the shape primitives (rectangles) and their combinations form a graph which is a structural description of the objects in the scene in terms of the primitive. Structures in the graph which are not marked as subsumed, merged, or incompatible are selected as the top-level descriptions of the objects or object parts visible in the scene (roofs for our image domain).

The final structures are assigned heights from the disparity information previously obtained by stereo. The
buildings are modeled by drawing walls straight down from the sides of the roofs to the plane below, be it of another roof or the ground. The resulting model is displayed in Fig. 19.

VII. More Results

We show results on two more examples to illustrate the range and robustness of our systems. Note that these examples were processed without changing any of the parameters (thresholds or weights) of the process at various stages.

For the image pair in Fig. 20, the linear segments that were grouped are displayed in Fig. 21. Note the problems in the low-level segmentation for this scene. The edges detected around the boundary of the roof have numerous gaps and the edge contours along the roofs wander off into the ground nearby. Some of the edges on the roof boundaries are displaced and we also have multiple, nearby edges on the boundaries (note the right-hand side of the roof). For the structure on top of the roof, the edges for one side were not detected due to low contrast. Any vision system which just used image based segmentation, but did not use structural information, would not be able to recover that structure. If we compare Figs. 22 and 23, we see that many rectangles that were selected by the constraint satisfaction network as good collations, did not correspond to roofs (Fig. 24), and that stereo was able to correct all these mistakes. This illustrates that stereo matching is a strong source of information for selecting meaningful collated features. Thus, we are able to use the constraint satisfaction network primarily to select likely
collations, but are not dependent on it to identify exactly the right collations. (Fig. 25 shows a rendered, orthographic projection of the 3-D model our system generated of the building detected.

In the third image pair (Fig. 26), the large number of linear segments detected (Fig. 27) shows another problem faced by systems based on low-level features. The number of edge-contours or linear segments typically detected in complex scenes is very large, and it is very time consuming to reason on all of them. For example, in a model matching scheme, which attempts to match object models directly to edges (or to simple related features such straight lines, contours, or corners), rather than to more abstract descriptors, the numbers of matches to be considered would be prohibitively large. For this scene, Fig. 28 shows the rectangles selected by CSN, Fig. 29 displays the rectangles matched by stereo which also correspond to the roofs finally detected (as none of the rectangles merge). The final 3-D model is displayed in Fig. 30.

VIII. COST AND COMPLEXITY ANALYSIS

An informal analysis of the time complexity of the process is presented. Due to the large reduction in the number of the edge features in to collated features, the number of features is small in real terms, for operations such as

Fig. 23. Rectangles matched by stereo: (a) right image, (b) left image.

Fig. 24. Final combination of rectangles (corresponding to roofs): (a) right image, (b) left image.

Fig. 25. Rendered view of the 3-D model of the building detected in aerial image II.

Fig. 26. Aerial image III (stereo pair): (a) right image, (b) left image.
stereo and structural analysis. We have provided the number of features and processing time (on a Symbolics lisp machine) for the image in Fig. 1(b). This analysis is summarized in Table III.

A. Collected Features

- **Lines:** Let \( s \) be the number of line segments. Let \( l \) be the average length of each line. Each line searches a constant width (8 pixels each side) of area around it. Let \( m \) line segments be identified for each linear segment for grouping into a line. Since a line segment which is already a part of a linear grouping, does not itself look for linear groups, \( O(s/m) \) groups are formed. For each group, the area search takes \( O(l) \) time, and the average weighted line representation takes \( O(m) \) time. Therefore, forming lines takes \( O((sml)/m) \) or \( O(ls) \) time, where \( l << s \). We shall assume that finally \( n \) lines are formed from \( s \) linear segments, where \( n \leq s \).

There were 774 linear segments detected in the image \( (s = 774) \) and after grouping 685 lines were formed \( (n = 685) \). The average length of these lines was 12.3. However, most of the lines were short, since we consider only lines of some minimum length (20 for these images), only 83 lines were considered so \( n = 83 \) for the rest of the processes [for the image in Fig. 1(b)]. The time taken for the grouping was 64.4 seconds of which 25.1 seconds were input/output related.

- **Parallels:** Each line looks at every other line to check for parallelism. Therefore, forming parallels takes at most \( O(n^2) \) time.

Only 48 parallels are formed. This number is much smaller than \( 83^2 \) because the use of heuristics, such as overlap requirements, strongly limits the number of parallels formed. Finding the parallels took 92.24 seconds of which 21.6 seconds were input/output related.

- **U-Contours:** Let there be an average of \( p \) parallels for each line. Thus, there are at most \( np \) U-Contours formed. For each U, in the worst case, a strip of area between the aligned ends has to be searched for the presence of lines. Let \( u \) be the average distance between the ends. Forming U-Contours takes \( O(npu) \) time.

Forty-four U-contours were formed in 13.6 seconds (2.3 seconds were input/output related).

- **Rectangles:** The two U-contours of a parallel form a rectangle. Each rectangle takes constant time to set up
the collations, as a simple approximation, is no more than $O(n^3)$.

The total time to form the collations is 171 seconds (of which 49.6 seconds are I/O related).

B. Constraint Satisfaction Network

Each collation is fixed to a fixed number of collations by part-of relationships (for example, a rectangle is connected to at most four lines, two parallels and four U-contours). For each collation, there are at most $p$ alternates. For each iteration, the time taken is, therefore, $O(p(n + np + np + np^2))$ or $O(np^3)$. The network is relaxed for a constant number of iterations.

Time taken to form the constraint satisfaction network, including the identification of competing collation for each collated feature formed, and computation of the value of input for each collation, was 162.9 seconds of which 12.52 seconds were I/O related. The time taken for 10 iterations of the network took 83.1 seconds of which 13.8 seconds were I/O related (a major part of this time is really taken up to do graphics indicating the progress of the relaxation process).

C. Stereo

Let there be $O(r)$ rectangles that get selected in each image by the CSN. The stereo takes at most $O(r^2)$ time.

Stereo matching took 7.2 seconds (2.1 seconds were I/O related).

D. Structural Analysis

In each image there are at most $O(r)$ rectangles which have suitable matches. Each rectangle’s structural relationship is considered with the other rectangles. This takes $O(r^2)$ time. The structures formed by the combination number at most $O(r)$. They are combined again and again till no more combinations take place. Although the number of combination steps will take no more steps than the number of rectangles in the most complex roofs, in the worst case the number of combinations steps could be $O(r^3)$.

There were only 4 rectangles with valid stereo matches. Structural analysis on these took 1.9 seconds.

The total time complexity is $O(n^3) + O(np^2) + O(r^3)$.

To the above times, we could include for 40.8 seconds (of which 36.4 seconds were I/O related) to read in the linear segments detected by LINEAR, and setting up the data structures and graphic display. Thus processing time, as assigned to the left image of the stereo pair in Fig. 1, is 463.3 seconds (of which 98.1 seconds are I/O related). The processing times (and number of features) for the right image, and the other images displayed in this paper, were comparable.

---

1 The alternatives for a line may be slightly higher, as some alternates may be constructed at the base of U-contours. However, the order of alternates is in the same range.

2 Combined structures can share rectangles, therefore the combination step could take more than $O(\log r)$ steps.
IX. Discussion and Conclusions

We have proposed collated features as the representations computed by the process of perceptual organization applied to the primitive image elements. These collations represent structural relationships between the arrangement of their tokens. We have identified the structural relationships so represented, in terms of their significance for the shapes in our visual domain and the utility to other visual processes. Specifically, we have demonstrated that collated features are useful for stereo and the generation of shape descriptions and object segmentation.

Collated features are suited for performing mid- and high-level visual tasks such as the following.

- **Shape Description:** Object shapes are described in terms of component shapes. This decomposition of shape description follows a structural basis where individual shape components are “well formed” and have “simpler” individual descriptions than that of the combined shape. The collation of features identifies such individual structures that are useful in describing overall shapes. Collated features form small local structural descriptions. These can be combined to give global object descriptions, or be transformed to other descriptions more suitable for a particular visual process. As an example, roofs shapes are naturally decomposed into rectangles. The rectangle collated feature employed by us, gives local descriptions of the roofs, and this description provided by the rectangles is combined to generate a shape description of the roofs.

Other features such as regions or edge-contours have no associated shape description (we may be able to find a shape description for a region or a contour, but this is added effort, these features are not generated with any shape information directly associated to them), and are not helpful in providing a shape description of any object they are used to detect.

- **Active Vision:** By the identification of significant features, collated features can act as attentional mechanisms for detailed visual inspection, guiding the detection of features at interesting locations in greater detail. For example, after identifying roof boundaries, we may be able to use special or expensive edge detectors at these boundaries, rather than over the complete image.

- **Matching:** In such correspondence processes such as stereo, motion, and model matching, in recent systems, improved performances have been obtained by using more abstract features. This also, usually results in a significant reduction in the computational expense of matching [2], [43], [45]-[47]. Collated features are more structurally evolved representations than edges, thus there is much less ambiguity in matching collated features than in matching primitive features. We have been able to show in our system the use of collations for stereo matching in a domain where traditional techniques performed poorly.

Even though we have presented examples from the aerial scene domain only, it should be clear that the system is not restricted to this domain. The system should work equally well in other domains where the shapes are still composed of rectangular components; and this is a large set in man-made environments. Indoor scenes should, in fact, be easier to handle as they typically contain mostly man-made objects with regular shapes. We believe that our methodology can be easily extended to detect any other shape also, as long as the generic shape (or the set of shapes) is known in advance. Of course, we would need to write the routines to detect new collated features and construct a new instance of the constraint satisfaction network.

This approach, however, does not directly generalize to unknown shapes. Humans, of course, are able to perceive shapes in fragmented and noisy data without being told what shapes to expect (although the performance may degrade in comparison to the situation where we know what to expect). One may hypothesize that generality can be achieved by just having a set of specific shapes and that any shape is either one among the set or can be constructed from a combination of the shapes in the set. It may be that a not too large set consisting of common, regular geometrical shapes will suffice for a very large class of scenes in man-made environments. In current research we are pursuing an alternative approach [48], however. We seek a small set of collated features that have wide applicability. We believe that features with curvilinearity and symmetry properties are among this set. We expect to use methods very similar to those described here to choose among the alternative collations.
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