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ABSTRACT
We address here the problem of color constancy and propose two new methods for achieving color constancy—
the first method uses denoising techniques such as a Gaussian filter, Median filter, Bilateral filter and Non-local
means filter to smooth the image for illuminant estimation, while the second method acts in the frequency domain by
doing a cepstral analysis of the image.

We provide extensive validation tests for our illuminant estimation on commonly used datasets having images under
different illumination conditions, and the results show that both new methods outperform current state-of-the-art color
constancy approaches, at a very low computational cost.

Index Terms—Color constancy, denoising, cepstrum, illumination, retinex

1. INTRODUCTION
Any image can be expressed as a product of two components – the illumination image and the reflectance
image. The Retinex Theory proposed by Land experimentally shows that the human visual system can identify the color of objects in a scene irrespective of the color of the illumination [16]. This phenomenon is called color constancy. Trying to recover the illumination is an under-constrained problem and various methods have been proposed to address it.

We introduce two new techniques to estimate the illumination and achieve color constancy. The first method uses denoising algorithms to smooth the images. We specifically study Gaussian filter, Median filter, Bilateral filter and Nonlocal-means filter for smoothing the images. We can also see a correspondence between the effectiveness of these denoising algorithms and estimation of the illuminant. The second method uses a modified version of cepstral analysis that has been very effective in speech processing. To estimate the illumination, we perform a frequency analysis of the image and extract the illumination, which is the low frequency component of the image and for that we have designed 2 low-pass filters – Butterworth and Chebyshev. In order to estimate the color of the illuminant, we then use the white-patch assumption [16].

2. PREVIOUS WORK

As the color of the image that we observe depends on the actual color of the light source and the camera property, the aim of the color constancy algorithms is to express:

\[ I = \int I(\lambda)c(\lambda), \]

where \( I(\lambda) \) is the color of the illuminant with wavelength \( \lambda \) and \( c(\lambda) \) is the sensitivity of camera to \( \lambda \).

To estimate the color of the illumination in a scene, many color constancy algorithms have been proposed. Some of the algorithms using low-level features for color constancy are the White-Patch algorithm [16], the Gray-World algorithm [5] and the Gray-Edge algorithm [21]. As shown in [21], all of these techniques can be combined together in one formula as follows:

\[
\left( \frac{1}{p} \int \left| \frac{\partial^n q(x)}{\partial x^n} \right|^p \, dx \right)^{\frac{1}{p}} = k I^{n,p,\sigma},
\]

where \( n \) is the order of the derivative, \( p \) is the Minkowski-norm and \( \sigma \) is the parameter for smoothing the image \( I \).

Other more complicated techniques include gamut-based (GCIE) [11], color by correlation [12] or use neural networks [7]. Schaefer et al. [18] use a combined technique based on color by correlation and a dichromatic reflectance model. Chakrabarti et al. propose a technique that considers spatial dependencies between the pixels in the image to achieve color constancy [8].

3. OUR APPROACH

We present the following two methods to process the image and estimate the illumination before applying the White-Patch algorithm to get the color of the illumination – 1) Denoising techniques and 2) Cepstral analysis of the image.

3.1. Denoising Techniques

Denoising techniques are used in image processing to remove noise from the image by smoothing. The smooth image thus obtained is the illumination image. We study the following four methods:
3.1. Gaussian Filter

This technique is used to blur the image and therefore remove noise. Gijsenij and Gevers have explored iterated local averaging [13] and can be considered similar to the Gaussian filter approach. The edge information is lost during Gaussian filter and this introduces error while estimating the illuminant.

3.1.2. Median Filter

The median filter chooses the median value of the neighborhood for a given pixel – every pixel has same number of color values above and below it in a neighborhood [20]. Smoothing using median filter may result in the loss of fine details of the image though boundaries may be preserved.

3.1.3. Bilateral Filter

In case of bilateral filter, every pixel of the image is replaced by the weighted sum of its neighbors [19]. The weights depend on two parameters – 1) Proximity of the neighbors to the current pixel (Closeness function) and 2) Similarity of the neighbors to the current pixel (Similarity function). The closer and the similar pixels are given higher weights. These two parameters can be combined to describe the bilateral filter as follows:

\[ f(x) = k^{-1}(x) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} i(\eta)c(\eta, x)s(I(\eta), I(x))d\eta, \]  

(3)

where \( \eta \) is the neighboring pixel and \( k \) is the normalization term. The closeness function \( c(\eta, x) \) and the similarity function \( s(I(\eta), I(x)) \) are:

\[ c(\eta, x) = e^{-\frac{1}{2} \left( \frac{d(\eta, x)}{\sigma_d} \right)^2}, \]
\[ s(I(\eta), I(x)) = e^{-\frac{1}{2} \left( \frac{\delta(I(\eta) - I(x))}{\sigma_e} \right)^2}. \]

(4)

In case of the closeness function, \( d(\eta, x) = ||\eta - x|| \) is the Euclidean distance between \( \eta \) and \( x \) whereas in case of the similarity function, \( \delta(I(\eta) - I(x)) \) is the pixel value difference between \( \eta \) and \( x \).

3.1.4. Non-Local Means Filter

The hypothesis behind non-local means (NL-means) technique is that for any image, the most similar pixels to a given pixel need not be close to it [4]. They could lie anywhere in the image. For comparing how similar the pixels are, instead of checking the difference between the pixel values (which is used in bilateral filtering), comparison of a window around the pixel is done.

The formulation of the NL-means filter is:

\[ NLu(x) = \frac{1}{C(x)} \int e^{\frac{(G_\rho * u(x + y) - u(x))^2}{\rho^2}} u(y)dy, \]

(5)

where \( u(x) \) is the observed intensity at pixel \( x \), \( G_\rho \) is the Gaussian kernel with standard deviation \( \rho \), \( h \) is the filtering parameter and \( C(x) \) is the normalizing factor.

This means that image pixel \( u(x) \) is replaced by a weighted average of \( u(y) \) and this weight is given by the similarity between the Gaussian neighborhood of pixel \( x \) and pixel \( y \).

To check for loss of details of the image after denoising, the noise is qualitatively visualized after applying the denoising algorithm and is called as method noise. Amongst the techniques mentioned here, NL-means filter performs best at preserving the original structure of the image [4].

3.2. Cepstral Analysis of the Image

The term ‘power cepstrum’ [3] of a signal as defined in [9] can be formulated as:

\[ x_{pc}(nT) = \left( Z^{-1}(\log|X(z)|)^2 \right)^2 \]
\[ = \left\{ \frac{1}{2\pi} \int \log|X(z)|^2 z^{-1} dz \right\}^2, \]

(6)

where \( X(z) \) is the z-transform of the signal \( x(nT) \).

A slightly different version of this technique is called homomorphic filter defined by Oppenheim and Schafer [17], which does the inverse z-transform of the log of the magnitude of the z-transform of the signal. We follow a similar framework and do a Fourier analysis of the image and try to extract the illumination that is the low frequency component and use the following two low-pass filters:

3.2.1. Butterworth Filter

The Butterworth filter is used to get a flat response in the passband of the signal [6] and the ripple effect is negligible. Using higher order filters, we can get steeper roll-off. The response of an \( n \)-order Butterworth low pass filter is:

\[ R(\omega) = \frac{1}{1 + \left( \frac{\omega}{\omega_c} \right)^{2n}}, \]

(7)

where \( \omega \) is the frequency component, \( n \) is the order of the filter and \( \omega_c \) is the cutoff frequency.

3.2.2. Chebyshev Filter

The Chebyshev filter has a steeper roll-off than Butterworth filter and there is more ripple in the passband. Using higher order filters, we can get steeper roll-off. The response of an \( n \)-order Chebyshev low pass filter is:

\[ R(\omega) = \frac{1}{1 + e^{2C_n} \left( \frac{\omega}{\omega_c} \right)^{2n}}, \]

(8)

where \( \epsilon \) is the ripple, \( \omega_c \) is the cutoff frequency and \( C_n \) is the \( n \)th order Chebyshev polynomial.

3.3. Estimation of the illuminant color

In order to estimate the color of the illumination, we find the maximum values of the red, green and blue channels across the entire illumination image. This is inspired from...
the idea that a white patch in an image reflects the entire incident light, and thus can be used for estimating the illumination. Note that the maximum values of each channel need not be at the same pixel location of the image.

If $C$ is the color of illumination, the corrected images as shown in Figure 1 can be obtained as follows:

$$\text{Color Corrected Image} = \frac{1}{K} \frac{\text{Original Image}}{C},$$  

(9)

where $K$ is a constant.

4. EXPERIMENTS AND RESULTS

We evaluate our color constancy techniques on two widely used datasets. The first dataset is an indoor environment under varying illumination conditions and the illumination color is known [2]. There are 31 different scenes under 11 varying lighting conditions for a total of 321 usable images. The second dataset contains images from a real world environment that has around 11000 images [10]. The images are taken from 15 different scenes and randomly 10 images from each scene have been used for measuring the value of the illuminant. The annotated illuminant value is calculated from a gray ball that had been mounted on the camera while capturing the video but that has been excluded from estimating the illuminant value in our experiments.

In order to measure the error difference between the ground truth $I_{gt}$ and the estimated value of the illuminant $I_e$, the angular difference $\varepsilon$ between the two components can be calculated as:

$$\varepsilon = \cos^{-1}(I_{gt}, I_e),$$  

(10)

where $I_{gt}, I_e$ is the dot product between normalized vectors. In order to measure the overall performance across the entire dataset, we use the median angular error [15].

The authors of [21] have provided an implementation of the existing color constancy algorithms using low-level features and the parameters were chosen from [21] that give the best results. The results from more complex color constancy algorithms like color by correlation, gamut mapping, neural networks etc. are reported in [1], [11] and [14]. GCIE algorithm using 11 lights perform very well because this technique uses the 11 illuminants that were used for testing as prior knowledge. The performance drops if more illuminants are used for training.

On a subset of the indoor environment shown in Table 1, Schaefer et al. [18] have reported a median error of 2.20°. On the same subset of images, we get a median error of 1.89° using the Chebyshev filter.

From Table 2, we can see that our methods have a 23% improvement over the gray-edge algorithm. We also compared our algorithm with a very recent technique ‘Beyond Bags of Pixels’ proposed by Chakrabarti et al. [8] and observed that our technique produces almost 26% less error. The algorithms were implemented in MATLAB in Windows XP environment on a PC with Xeon processor and the reported speed is for images with size 360 X 240 pixels. The speed of Bilateral and NL-means filter can be improved by using faster and optimized versions of those methods.

We can see that the performance of the denoising filters is better than the low-level techniques reported in Section 2 and comparable to the complex learning algorithms. Furthermore, the estimation of illuminant is even better using the cepstral analysis of the image.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Median</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gray-World</td>
<td>-</td>
<td>6.9</td>
<td>-</td>
</tr>
<tr>
<td>White-Patch</td>
<td>-</td>
<td>6.4</td>
<td>-</td>
</tr>
<tr>
<td>1st order Gray-Edge</td>
<td>$p = 7$</td>
<td>3.2</td>
<td>-</td>
</tr>
<tr>
<td>2nd order Gray-Edge</td>
<td>$p = 7$</td>
<td>2.8</td>
<td>-</td>
</tr>
<tr>
<td>Color by Correlation</td>
<td>-</td>
<td>3.1</td>
<td>-</td>
</tr>
<tr>
<td>Gamut Mapping</td>
<td>-</td>
<td>2.9</td>
<td>-</td>
</tr>
<tr>
<td>Neural Networks</td>
<td>-</td>
<td>7.7</td>
<td>-</td>
</tr>
<tr>
<td>GCIE Version 3, 11 lights</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
</tr>
<tr>
<td>GCIE Version 3, 87 lights</td>
<td>-</td>
<td>2.6</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian filter</td>
<td>$\sigma = 5$</td>
<td>3.1</td>
</tr>
<tr>
<td>Bilateral filter</td>
<td>$n = 5, \sigma_d = 7, \sigma_e = 7$</td>
<td>3.0</td>
</tr>
<tr>
<td>Median filter</td>
<td>$n = 14$</td>
<td>2.6</td>
</tr>
<tr>
<td>NL-means filter</td>
<td>$w = 5, s = 7, h = 1.0$</td>
<td>2.7</td>
</tr>
<tr>
<td>Butterworth filter</td>
<td>$\omega_c = 0.09, \omega = 3, \epsilon = 0.002, \delta = 2.5$</td>
<td>2.4</td>
</tr>
<tr>
<td>Chebyshev filter</td>
<td>$\omega_c = 0.01, \omega = 2, \epsilon = 0.009$</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 1: Median errors (in degrees) for the indoor environment along with the best parameter. $n$ is the neighborhood for every pixel; $w$ is the patch size for efficient computation and $s$ is the local search area; $\omega$ is the order of filter. The other parameters have been described in Sections 2 and 3.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Median</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gray-World</td>
<td>-</td>
<td>7.36</td>
<td>0.05</td>
</tr>
<tr>
<td>White-Patch</td>
<td>-</td>
<td>4.85</td>
<td>-</td>
</tr>
<tr>
<td>1st order Gray-Edge</td>
<td>$p = 6$</td>
<td>4.41</td>
<td>-</td>
</tr>
<tr>
<td>Beyond Bags of Pixels</td>
<td>-</td>
<td>4.58</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Median errors (in degrees) for the real world environment along with the best parameter and the average computational speed in seconds. $n$ is the neighborhood for every pixel; $w$ is the patch size for efficient computation and $s$ is the local search area; $\omega$ is the order of filter. The other parameters have been described in Sections 2 and 3.

5. CONCLUSIONS

In order to achieve color constancy, we have proposed two new techniques. The first method achieves color constancy
using denoising techniques viz., Gaussian filter, Median filter, Bilateral filter and Non-local means filter. While estimating illumination using the denoising techniques, we observed that the best results were obtained using a non-local means filter which best preserves the structure of the image. Therefore, intelligent smoothing helps to better estimate the illuminant value. The second method estimates the color of the illuminant in the frequency domain using cepstral analysis of the image and using a couple of low-pass filters – Butterworth and Chebyshev filter. Experiments on two widely used datasets showed that our techniques give an improvement over existing state-of-the-art color constancy methods.
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